In virtually all mapping applications it becomes necessary to convert from one cartographic data structure to another. The ability to perform these object-to-object transformations often is the single most critical determinant in a mapping system's flexibility. Why is this the case? A number of reasons dictates that the mapping process involve data structure conversions, and these are related to data input and geocoding, data storage and representation, the suitability of particular structures for different analytical and modeling demands, and finally, the demands of a particular symbolization transformation.

Data input has already been noted as a primary determinant of data structure. Particular data capture devices, such as scanners and semi-automatic digitizers, generate data in a specific form. Most frequently, the input determines how the particular cartographic entity becomes a cartographic object in digital form. Scanners, for example, generate grids, while semi-automated digitizers produce strings of (x,y) coordinates. Geocoding stamps a particular coordinate system, resolution, and map projection on the data. In virtually every case, the cartographer will find that the available digital cartographic data are in the wrong structure for the required type of cartographic object, are on the wrong map projection, have the wrong resolution for mapping, or the map rectangle needs to be rotated, scaled, or translated to produce the map. Analytical and computer cartography, unlike many other disciplines, has available large reserves of common, generically digitized cartographic data. As a result, cartographers must change data structures simply to move the data into the correct geographic extent and from an input format into the format required by a particular piece of mapping software.
In Chapter 5, consideration was given to the different mechanisms by which digital cartographic data can be stored within a computer's memory, and to how different means of data representation can save storage or improve data accessibility. Since one of the distinguishing characteristics of cartographic and geographic data is sheer volume, the conversion of data between structures, or between representations of a single structure, can save considerable storage space and processing time. The time and space limitations become more apparent as cartographic software moves from larger to smaller computers. While the amount of RAM and disk storage available to microcomputers has increased, and while mass storage technology is making significant breakthroughs in volume capabilities, the fact is that processing the millions of data points necessary for high-accuracy cartography really strains the microcomputer. Usually, precision or scale are sacrificed, with cartographically unacceptable results. Transforming data between cartographic data structures means that the application can optimize storage and processing time use as appropriate. Often the best data structure for a map depends on the demands placed upon the data for analytical or display purposes. Good cartographic software does not force data into a single structure, but retains the option to flip between structures on demand.

Analysis and modeling also require different data structures. As an example, the skeleton or medial axis transform of a polygon can be performed in both grid or polygon entity-by-entity mode. In entity-by-entity mode, the locus of the largest enclosed circles must be traced through the polygon. In grid mode, the polygons are simply eroded away step by step from the edges while connectivity is maintained, until the medial axis is formed. Each operation is fairly fast. Inverting the transformation in grid mode is simple. However, rebuilding the polygon from the medial axis is difficult in entity-by-entity mode. The grid data structure is suitable for modeling and analytical operations such as Fourier and principal component analysis, filtering, and edge detection. The TIN structure is good for modeling overland and stream hydrology, and for simulating erosion. Entity-by-entity definitions are good for high-precision output, with multiple-weight lines and elaborate shading. Continuous patterns are more suited to the grid. The relative advantages and disadvantages of the various structures are many, and even depend on the implementation characteristics, such as language, computer, and operating system.

For symbolization, actually producing the map, again certain structures meet different sets of cartographic demands, which implies that different types of map, different map scales, etc., all have their different optimal cartographic data structure. Often, the characteristics of the output device determine the best data structure. For example, raster devices favor grid and quad-tree structures, while plotters, laser-jet printers, and automatic scribers require data in line or polygon entity-by-entity format. The type of representation is also important. Choropleth maps can be produced in any structure, but hill-shading and perspective views are best using grids or TINs. As far as symbolization is concerned, nowhere is the influence of data structure more obvious than in map text labeling. Vector displays usually use the Hershey fonts, and are capable of some quite attractive precision lettering. Raster devices use bit-mapped graphics, and as such produce blocky text, which looks worse with enlargement, and is restrained in its angle
on the screen. Just as many systems now support both raster and vector, the now common PostScript graphics merge vector draw commands with the raster capabilities of laser-jet printers. Some paint programs support bit-mapped (raster) or "object" (vector) modes within a single structure. It is with the text, again, that the differences are most apparent, especially with enlargement.

Clearly, there are many reasons to transform digital cartographic data between data structures. As such, we move from one type of cartographic object to another. Changing data structure can result in a loss of spatial information. These data structure transformations may not be fully invertible. Information loss can come as the result of changing scale, termed here resampling, as a direct consequence of changing data structure, or as a consequence of the data structure transformational process or algorithm itself. The study of data structure transformations, and of course their perfection as a consequence of their study, is an important goal for analytical cartography. In this chapter we will first consider scale or resampling transformations, then the specific transformation between vector and raster data structures. A classification of cartographic data structure transformations and their inverses will then be considered, and to conclude, we will discuss the role of error in data structure transformation.

10.2 RESAMPLING TRANSFORMATIONS

Resampling transformations are those in which the scale or equivalent scale of cartographic objects is changed. Resampling is usually undertaken for one of two reasons: first, so that a set of cartographic objects can be symbolized or used analytically at a scale different (usually smaller) from that at which geocoding took place; and second, to generalize a map either for clarity of symbolization or for the reduction of the data set size.

At several stages in the discussion of cartographic data structures it has been necessary to consider separately point, line, area, and volume data. Resampling transformations are within their own dimensional type, such as point-to-point, rather than between types, such as area to point.

10.2.1 Point to Point

A point-to-point transformation involves selecting one point to represent multiple points. One such point is the centroid, discussed in Chapter 9. The centroid, perhaps with a scatter parameter, is a summary of the locational characteristics of a point distribution. A primary use for the centroid is in the conversion of irregularly spaced data, or data collected throughout a set of regions, into a continuous representation such as a grid. Population density data, for example, are often computed for census tracts in a city, and converted to a grid by interpolation from point centroids selected in some manner. The point-to-grid transformation will be covered in detail in Chapter 11.

Many grid-to-grid transformations are in fact point to point, as are changes between map projections and coordinate systems. A transformational process which uses as input a global data set of latitudes, longitudes, and elevations, usually organized at regular intervals of degrees, minutes, or seconds, does not produce a regular grid after
a map projection transformation. After the transformation into a map projection, the data must be resampled into a grid based on the axes of the new coordinate system. Since point-to-point transformations are so common, they are usually thought of as part of the geocoding process. They are, however, important examples of cartographic transformations.

10.2.2 Line to Line

Line-to-line transformations have received considerable attention in the cartographic literature. A general statement of the problem would be to take a cartographic line, as represented as an object in a particular data structure, and to reduce the total number of elements required to store the line in such a way that the line symbolization produced carries the spatial properties of the line to the map reader. Line character is important to preserve, yet difficult to define, and involves a complex set of related approaches to generalization (Buttenfield, 1985). The simplest techniques for reducing the number of points necessary to represent a line are nth-point elimination and equidistant resampling. In the first case, the nodes at the end of a vector line representation in entity-by-entity mode are retained as pivots, while for the remainder of the line only every nth point is kept. Similarly, for equidistant resampling, the line is followed by a distance tracking algorithm, and a point is retained at multiples of some key distance along the line. Figure 10.01 shows the difference between these methods, and the following code segment performs the generalization on a string in the STRING C language data structure introduced in Chapter 5. The function read4string was introduced in Chapter 5. These functions are used with the main program in Function 10.01.

```
/* ------------------------------------------------*/
/* Main program for nth-point line generalization  */
/* -----------------------------------------------*/
*/
#include "header.h"
main() {  
  FILE *infile, *outfile;  
  int read_a_string(); void select_the_points(), write_a_string();  
  /* Open an input file and an output file */  
  if (infile = fopen(INPUTFILE, "r"); == NULL)  
    { printf("Unable to open file \n"); exit(); }  
  outfile = fopen(OUTPUTFILE, "w");  
  /* Read and generalize the strings */  
  while (read_a_string(infile)) { select_the_points(SKIP);  
    write_a_string(outfile);  }  
```
This main function assumes that the following header file has been included:

```c
/* -----------------------------------------------
/* Master header file for nth-point elimination
/* -----------------------------------------------
*/
#include <stdio.h>
#include <math.h>
#define MAXPTS 5000
#define INPUTFILE "strings_input"
#define OUTPUTFILE "generalized_strings"
#define SKIP 5

text struct POINT { float x; float y; };
struct STRING { int number_of_points; struct POINT point[MAXPTS];
} string;
```
The actual generalization is performed by the following function, `select_the_points()`, which selects from the input file every `SKIPth` point. Note that the first and last points in each string are included in the output string.

```c
/* Perform nth-point elimination on a string of type STRING */
#include "header.h"
void select_the_points(skip)
    int skip;
{
    int j, current_point = 0;
    struct POINT *last_point;
    /* Save the last point */
    last_point.x = string.point[string.number_of_points - 1].x;
    last_point.y = string.point[string.number_of_points - 1].y;
    /* Take selected points along the string */
    for (j = 0; j < string.number_of_points; j += skip) {
        string.point[current_point].x = string.point[j].x;
        string.point[current_point++].y = string.point[j].y;
    }
    /* Replace the last point */
    string.point[current_point].x = last_point.x;
    string.point[current_point].y = last_point.y;
    string.number_of_points = current_point + 1;
    return;
}
```

The string can be recorded so that it can be reread, perhaps by a plotting program, by the following function.
A number of techniques treat a line as well represented by the original data points selected for its representation as a cartographic object, and fit a smooth curve through the points to make symbolization more attractive or easier to interpret. Splines, polynomials, and Bezier curves are mathematical functions which have been used to perform smoothing. Buttenfield (1985) provided a list of references to the algorithms behind these functions. Many automated contouring packages use these methods to smooth the lines fed through a grid during contouring.

Among the various line generalization methods, one of the most long-standing in terms of use is the Douglas-Peucker method (Douglas and Peucker, 1973). This method uses the worst-case generalization of a line as the starting approximation, i.e., the line segment formed by simply connecting the end points. Each point along the line has an orthogonal distance from the line, which can be computed by simple trigonometry. The Douglas-Peucker algorithm selects the point with the largest orthogonal distance, breaks the line at this point, and then recursively applies this criterion to the resulting segments. Recursion continues until either only a minimum number of points remain in the string segment, or a tolerance level is reached, perhaps a proportion of the initial orthogonal distance (Figure 10.02). A number of researchers have suggested and used different criteria for evaluating line generalization methods. McMaster (1986) used a measure based upon the areas of the triangles formed between triplets of points in a line and in its generalization. Muller (1986) has suggested as a criterion the ability of an algorithm to preserve the fractal dimension of the line. The fractal dimension, a value reflecting the degree of scale invariance of a line, seems related to line complexity.
While line generalization by resampling reduces the number of points in the cartographic object representing the line or in its symbolization, several authors have devised methods to actually increase the number of points. Dutton (1981) proposed an algorithm which computes midpoints for segments, and then moves the midpoints using the values of four controlling parameters. Dutton pointed out that fractalization allows lines to have features exaggerated, and allows the introduction of smaller scale features with enlargement. The introduced features, being self-similar, have similar properties to the existing line.

10.2.3 Area to Area

Resampling areas to yield areas is a resampling transformation of considerable value to analytical and computer cartography and to GIS. A general statement of the goal is to merge multiple data sets into a set of regions such that the merged data allow comparison between maps. Usually, at least for sets of geographic areas, this means computing a set of greatest common geographic units, or areas which need no longer be partitioned to represent spatial data as cartographic objects. As a practical expression,
consider non-nested regions such as census tracts and police districts. A crime study may wish to collate population characteristics by police district, only to find that the boundaries do not coincide with census tracts. Similarly, when data have to be compared between different time periods, invariably change in the geographic extent of regions has taken place.

How analytical and computer cartography deals with this problem is largely a function of the data structure used to store the various map layers, and the data structure in which the map comparison is to be conducted. Clearly, for two maps in two different structures there are two strategies. First, we can transform both maps into a common data structure which allows comparison directly. Often this is done by converting to a set of topological or entity-by-entity most common geographic units, or to a grid. In the case of the grid, really we perform an area-to-point transformation, so that the points coincide for two or more sets of regions. The second strategy is to convert one of the maps into the structure of the other. Thus a polygon entity-by-entity map can be gridded to compare with another grid. As the number of layers increases, the first of these strategies becomes more suitable, especially when inverse transformations are required.

Overlaying two maps to generate a set of most common geographic units in vector mode is not a trivial task (Goodchild, 1978). Central to the problem is the processing of line data to determine intersection points between overlapping polygons, so that they can be added to both polygons in the correct place. The points then become nodes in the network of lines which constitute the least common geographic units. A summary of the contributions of computational geometry to these problems is the book by Preparata and Shamos (1985). By the late 1970s, polygon overlay was available within a number of GISs and automated mapping systems (Franklin and Wu, 1987), especially within the Whirlpool module of Odyssey (White, 1978).

The procedure for polygon overlay, illustrated in Figure 10.03, consists of three separate sub-problems. First, the intersection points between lines must be found. Usually, this is done using a line segment intersection routine such as that shown in Chapter 9 recursively for all pairs of line segments in the two chains. A way to save considerable computation time is first to check the bounding rectangles of the two chains for overlap. If there is no overlap between bounding rectangles, then there is no need to test each line segment for intersection. When intersections are found, the chains must be split, and the intersection point must be labeled as a node and included as the end point of the new sub-divided chains. Many mapping systems compute and save the map coordinates of the bounding rectangles of lines and areas automatically on data entry for this purpose.

In the next stage, the partitioned chains are reassembled into the new set of polygons which make up the most common geographic units. Finally, each polygon must be relabeled; either with a new set of sequential or other labels or with labels which record the partitioning history. Particularly difficult to process are polygons which cross and recross boundaries, and islands. A FORTRAN implementation of polygon overlay was published by Baxter (1976). Numerous improvements and refinements have been reported over the last few years, and the polygon overlay problem remains the topic of considerable work in analytical cartography.
Volumetric representation is rare in cartography, since there are few truly threedimensional means by which to symbolize cartographic objects. The usual volume-to-volume resampling transformations are changes in the grid spacing associated with a grid data structures, or changes in a TIN surface representation. Within a TIN, rarely is the set of points originally used to depict the surface changed, since the points are locations of real data observations, and the data structure is fairly compact in the first place. When TINs are compared to data in other formats, such as grids, either the TIN is interpolated to a grid, or the data are points and are allocated to TIN triangles using a pointin-polygon test.

Grids are, however, frequently resampled to change size, to retrieve a subset, or to change the grid spacing. Invariably, unless the change is simple, such as taking every other row and column, the new grid is generated by computing the location of the new grid intersections in the coordinate space of the map, and then by interpolation from neighboring grid cells. Usually, the four neighbors and a simple unweighted average are sufficient for the resampling.

10.3 VECTOR TO RASTER AND BACK AGAIN

We have seen in the previous chapters that data structures for analytical and computer cartography often reflect the demands of the hardware and software they support. Just as display devices can be categorized as vector or raster, so can the cartographic data structures used by software. In the past, a broad division was made between raster and vector data structures. Each structure has its advantages and disadvantages, and has also had its proponents. The vector-versus-raster debate, however, has become less of an issue since the development of algorithms for efficient data structure transformation. The reasons for transformation are many, and in many automated mapping systems the conversion of raster to vector data, or vice versa, is a major consumer of computer time. The raster structure is a grid format, and stores a map as individual pixels on lines.
similar to a television picture and a satellite image. The vector structure stores maps line by line, feature by feature. The vector format is most suitable for storing as objects and symbolizing the cartographic entities familiar to human thought (Peuquet, 1979). Most cartographic objects represent boundaries, rivers, coastlines, railroads, etc.; i.e., distinct lines or groups of lines. On the other hand, raster devices operate reliably, flexibly, and have advanced data handling capability. For data storage, the manipulation of data in raster mode is quite straightforward.

The repertoire of vector algorithms for cartographic transformations was more quickly developed than for raster algorithms (Peuquet, 1979). This difference, however, rapidly diminished during the 1980s. Normally, spatial data stored in vector formats take less storage space than does their raster mode equivalent. The graphic output devices in vector form are relatively accurate and distinct, but the speed of output depends on the length of lines on a map.

The greatest need for transformation comes from the fact that automatic scanners produce raster data, while vector digitizing requires human control. Therefore, to systematically capture large data sets for cartography, the conversion from a raster data structure to a vector form becomes necessary.

### 10.3.1 Vector to Raster

The conversion of vector data to raster or grid form is usually termed *rasterization*. Rasterization involves four distinct steps. First, the vector data must be read into the computer for processing. The processing can take place one polygon or line at a time, or simultaneously for a whole map. Second, the appropriate scales and map transformations should be applied. Normally, the map projection transformation and any resampling transformation will have taken place before this step is reached; for example, a world map may have been transformed to a Mercator projection, clipped at 84 degrees north and 80 degrees south, and the map resampled using the Douglas-Peucker method. We can now assume that the alignment of the grid will be to the axes of the coordinates used by the input data. The only remaining decision is how many pixels the map will be converted into, and this is determined either by the desired map resolution or the number of rows and columns. Rectangular pixels are sometimes desired, especially to meet the demands of a particular display device, algorithm, or application. This step establishes the geometry of the rasterization. The third stage depends upon technique. In many cases, the grid is partitioned as an array in the computer's memory, and as the points, lines, and polygons are rasterized, the Os stored initially are changed to Is, or to an index number for the line or polygon. For very large arrays a second method is used. In this method, the locations of non-zero pixels, with their indices if necessary, are stored, either as a file or internally in [row, column, index] format. These data are then sorted by row and column, and an array is constructed by reading the sorted data, filling rows and columns either with the stored value or with a zero. An option is to fill a polygon with an index value. The final step is to store the array in the required format, such as with run-length encoding or as a bit map.
A number of steps can be performed to speed the rasterization process. First, if the distance between two points in the original coordinate system is smaller than half the grid spacing, the second point can be eliminated. This reduces unnecessary data and saves processing time. A careful choice of sorting technique can also make a large difference in the processing time used. Another step is to process the vector data, computing and storing linear equations of each two points. The purpose of the step is to compute in advance the linear equation constants for each line segment. These can be stored as real numbers, though Bresenham (1965) has shown that only integers are necessary. One problem is the special case of vertical lines, which have an infinite gradient and tend to be common on maps. In this case, the programmer can store the fact that the line is vertical.

The rasterization is now complete, yet for symbolization, the line often needs to be thickened. Simple thickening can parse the whole array and change from zero to one (no line to line) any pixel which borders a line pixel. Unfortunately, this tends to fill in the fine details of wiggly lines. Another technique, which in some display devices can be performed in hardware, is to fill in these neighboring pixels with values to be displayed at a lower light intensity than the line pixels themselves, a technique known as anti-aliasing. Anti-aliasing removes some of the effect of stair-stepping along diagonal lines in raster mode, an effect usually called the "jaggies".

The following functions can be used together to convert from vector to raster data.

```c
/* Main program for v2r: vector to raster */
#include "header.h"
main() {
    void scale(), vectoras(), record();
    scale(); vectoras(); record();
}
```

Function 10.05 is a main program which simply calls a sequence of other functions. The master header file is given as Function 10.06, and uses the POINT, STRING, and GRID structures defined in Chapter 5.
In the first of the major functions, the user is prompted for the world coordinate limits of the area of interest, and the number of rows and columns required.
Vector data are read and inserted into the appropriate places by using the function `store a string()`, which computes the linear equation constants for the line and provides them through the variable `segment[][]` to the remainder of the program. The function `store a string()` is referenced by the function `vectoras()`, listed below.

```c
/* Function 10.08 */

#include "header.h"

FILE *infile;

int store_a_string(infile)

{  
    int j, vertical_line, xdiff, ydiff; float alpha, beta;
    if (fscanf(infile, "%d", &string_number_of_points) != EOF) {
        for (j = 0; j < string_number_of_points; j++)
            fscanf(infile, "%f%f", &string_point[j].x, &string_point[j].y);
        /* Calculate Linear Equations for Segments */
        for (j = 0; j < (string_number_of_points - 1); j++)
        {  
            alpha = beta = 0.0; vertical_line = 0;
            if ((xdiff = (int) (string_point[j].y - string_point[j + 1].y)) != 0) {
                beta = (string_point[j].y -
The vector data are next converted to a grid using the information provided. Small increments of distance are used so that every grid cell along the line will be included, simply by virtue of it touching the line. The sampling interval is chosen so that every cell will be included. This is a different approach from the more sophisticated technique of determining if each new grid cell along the line is necessary to preserve connectivity. The result is "fat lines" when lines are wiggly or diagonal but close to vertical or horizontal (Figure 10.04). Assignment of a 1 to a grid cell in this case is by dominance, i.e., the cell contains a significant length of the line, with the constraint that in some cases non-dominant cells must be included to avoid breaking the line.
This can lead to topological blunders, such as holes (Figure 10.04) where none exist, unlike the simpler method, which simply fills the whole area around an intersection. This effect could be eliminated by line thinning, discussed below.

The function which rasterizes the data is vectorasO, which in turn uses a function store a string() above. Vectoras fills a grid structure with 1 where a line is detected and with 0 elsewhere. A refinement would be to include the option to label the grid with the number of the string, an attribute of a string, or to fill the area enclosed by a RING with index numbers or attributes for a polygon.

```
/* Function to Rasterize String Data
*/
#include "header.h"

FILE  *infile; int i, j, string_no = 0, xindex, yindex;
float  xbegin, ybegin, xend, yend, temp;
float  step, offset, x, y, mindist, xbegin, ybegin, xend, yend, temp;

/* Initialize array raster to zeros */
for (i = 0; i < grid.nrows; i++) for (j = 0; j < grid.ncols; j++) grid.z[i][j] = 0;

/* Determine minimum distance at which to generate pixels */
/* so that no gaps occur (according to sampling theorem) */
mindist = xscale; if (yscale > mindist) mindist = yscale;

/* Begin process, working one polygon at a time */
if ((infile = fopen(INPUTFILE, "r")) == NULL) {
  printf("Unable to open file \n"); exit(); }

while (store_a_string(infile)) {
  printf("Processing string %d with %d points\n", +string_no,string.number_of_points);
  /* Compute pixel locations along each segment */
  for (j = 0; j < string.number_of_points - 1; j++) {
    xbegin = string.point[j].x;
    ybegin = string.point[j].y;
    xend = string.point[j + 1].x;
    yend = string.point[j + 1].y;
    /* If the segment is reversed, switch nodes */
    if (xend < xbegin) {
      temp = xbegin; xbegin = xend; xend = temp;
      temp = ybegin; ybegin = yend; yend = temp;
    }
    for (step = 0.0; step <= segment[j][3]; step += mindist) {
```
Finally, the function record() writes the array to a disk file for display or further analysis. This function is the opposite of read a grid(), listed in Chapter 5.

The program resulting from linking and compiling these modules was used with a world data base and the mercator() function from chapter 9 to rasterize part of North America (Figure 10.05).

### 10.3.2 Raster to Vector

Conversion of vector data to raster is comparatively simple compared to the inverse transformation. However, the demand for the raster-to-vector transformation is increasing as raster input devices such as scanners and remote sensing devices become more widespread. Increasingly, therefore, the raster-to-vector transformation is being built into automated mapping systems and GISs. This process is very CPU intensive, and can yield topological and other errors in the resultant vector data set regardless of the
quality of the input data. In general, analytical cartography has been slow to research issues related to this important transformation, and as a result the published work is mostly in image processing. Peuquet (1981) noted the lack of efficient algorithms and poor computer coding in this area, a deficiency which has not been fully addressed.

Converting from raster to vector data involves four steps. These stages, shown graphically in figure 10.06, can be termed skeletonization or line thinning, line extraction, and topological reconstruction. Line thinning is necessary because vector lines are purely geometric, i.e., they have zero width as cartographic objects, yet have a width determined by the grid cell size when they appear in raster mode. The grid representation of the lines, therefore, must first be thinned so that the line consists merely of a one-cell-width sequence of connected pixels. This connectivity is usually in one of the eight major directions dictated by the eight-cell connectivity of grid cells.

Line extraction, the second stage, involves determining where individual lines begin and end in the thinned image, so that the lines can be rewritten as vectors connecting the end points in the correct sequence. Points are usually generated at the centers of the line grid cells, and long straight sequences can be eliminated to reduce the number of points in the line. Topological reconstruction is the process of generating the topological connectivity of the lines to rebuild a topological definition of the lines and polygons from the entity-by-entity objects which come from the previous two stages. As such, the third step is identical to the transformations from entity-by-entity to topological data structure discussed in the next section.

The first stage, skeletonization, can be performed in one of three ways. Peuquet termed these peeling, expanding, and medial axis. The medial axis method is the fastest, but it works on one line at a time and not on the whole grid simultaneously, and inconsistencies occur in very thick lines. Peeling and expanding methods are the
inverse of each other. Peeling deals with systematically eroding the edges of lines, while expanding deals with expanding the space between lines instead.

A highly efficient peeling method is Pavlidis's asynchronous thinning algorithm (Pavlidis, 1982). However, this technique is not completely parallel in operation and in order to maintain connectivity accepts lines with a width of more than one grid cell. Rosenfeld and Kak's thinning algorithm (Rosenfeld and Kak, 1981) is as fast as
asynchronous thinning and results in a line of single-grid-cell width. This method works iteratively, at each pass deleting border grid cells which do not disconnect the local (3 by 3 cell) neighborhood. The result of this first step is a single-cell-width line, but sometimes the thinning process introduces artifacts into the geometry of the lines.

Line extraction can be accomplished in one of two ways. Line following seeks a node which forms the beginning of a line, and attempts to follow the line to another node. One of its disadvantages is that when a node is reached and the line terminated, no use is made of the fact that other lines normally begin at this point. The scan-line approach uses the same logic as line following, but processes multiple lines simultaneously.

Once the lines have been extracted, they are usually written as vector lines and any topological processing takes place in vector mode. The write to vectors involves finding the absolute or world coordinate location of each grid cell, which can be accomplished by taking the grid cell row or column number, dividing by the number of rows or columns respectively, multiplying by the size of a grid cell in that direction, and adding the world coordinate of the lower left-hand corner of the map. When the grid is not aligned with the coordinate system, the four values stored in the grid.corners[] part of the GRID structure can be used to compute the affine transformation necessary to convert to world coordinates.

When point data are processed rather than vectors, the coordinate transformation is the only one which need be applied. A special case is when the data to be processed are coverage polygons without boundaries. Data such as spectral classification and clustering of remote-sensing data or data from existing raster mode GISs are often in this format. An approach to finding the boundaries is to scan the grid from top to bottom and from side to side to reveal the boundaries. A simple algorithm to do this is illustrated in Figure 10.07. Alternatively, the grid cell can be filtered using an edge detecting filter, which emphasizes breaks in value. A disadvantage of this method is that one row and one column from each edge of the image are lost for every time the filter is applied. Clearly, when a grid cell is wholly within a polygon, the grid cell is assigned the index for that polygon.

This process is the exact inverse of the way in which polygons are created as grids from vector data. In the vector-to-raster section above, we considered only line rasterization. Points can be gridded simply as individual grid cells, but areas are different. When cells fall into two or more polygons, one way of making the assignment is to compute the area of the cell occupied by each polygon, and to assign the cell to the polygon which occupies the most area. Alternatively, the polygon boundaries can be processed as above, and the indices for the polygon interior assigned by filling the bounded area within each polygon. In this case, the boundaries would remain as such, and would not be considered part of the polygon. This distinction is made in the digital cartographic data standards, between the ring defining a polygon and the polygon’s interior area. For applications where input data are classified remotely sensed imagery, the lack of boundaries is normal, as also is a profusion of small and even single-cell clusters, which would make poor vector equivalents. These can be eliminated by filtering.
or by assigning small clusters to larger, neighboring clusters if certain criteria are met, such as diagonal connectivity. As remotely sensed data get better resolution, the connecting problem will diminish in significance, although it will remain for small-scale mapping, such as land use coverage. However, the elimination of finer detail or “salt and pepper” will become more important with higher resolution (Figure 10.08).
10.4 DATA STRUCTURE TRANSFORMATIONS

10.4.1 A Framework for Data Structure Transformations

Data structure transformations are usually necessary because of the demands of a particular mapping system, and as such are pertinent to computer cartography. However, the need for efficient transformations, and the in-depth understanding of the cartographic implications of the transformations, are very much a part of analytical cartography. The multitude of data structure transformations performed during the mapping process fall into one of three types. Of these, type A are transformations of cartographic objects by their scale alone. Data structure transformations such as line generalization and grid resampling fall into this category. Resampling transformations, such as the rewriting of cartographic data in the same data structure at a different resolution, are the digital expression of the scale phenomenon. The study of such scale transformations has made important contributions to analytical cartography.

A second type of cartographic data structure transformation (Type B) involves a dimensional change. A dimension change is a change in the type of cartographic object itself rather than a data structure transformation. Such a transformation is a logical data compression. For example, a dimensional data structure change may be the selection of a point to represent an area. Such a transformation involves considerable loss of data and information, yet gives the clarity or simplicity sometimes required during cartographic generalization. Such a transformation is invertible. We could, for example, generate Theissen polygons from the points to take the place of the original polygons, but the inverse transformation is an imperfect one and results in error. These types of transformations were considered in Chapter 9 as map data transformations, since they involve actual manipulation of the spatial properties of the cartographic objects.

Type C data structure transformations move cartographic objects between structures as part of the mapping process, without much change of scale. For example, a gridded digital elevation model could be processed for significant points such as peaks, saddles, and pits, from which to extract and generate a TIN. The areal coverage is identical; essentially the same cartographic object, the terrain, is available for symbolization or analysis, the object dimension (3) remains the same, yet the data structures are radically different.

The four major data structures we have covered can be classified into entity-by-entity, topological, TIN, and grid. The grid includes all raster-based structures such as quad trees, and the entity-by-entity covers some of the hybrid structures, such as Freeman codes. Given these four types of data structure, a matrix of transformations can be compiled which shows the 16 possible transformations of type C (Figure 10.09). The leading diagonal of this matrix involves transformations without a change of data structure, and as such these transformations must be type A or type B. Of the remaining 12 cells in the matrix, four fall into the grid-cell to entity-by-entity and topological structures and their inverses, which were considered above as raster-to-vector and vector-to-raster transformations. The remaining eight cells in the matrix are four transformations and their inverses. These are entity-by-entity to topological, entity-by-entity to TIN, topological to TIN, and TIN to arid.
The first of these transformations, entity-by-entity to topological, is the normal way by which topology is added during the geocoding process. When maps are digitized, the topology can either be entered explicitly, as in the DIME files, as separate records, or it can be extracted from the points, lines, and polygons as they are digitized. For strings, topological attributes are forward and reverse linkages and the labels of the neighboring polygons. The linkages to other strings can be determined by storing separately the beginning and ending nodes of the strings, and then matching them against each other. Since manual digitizing results in small differences in the exact coordinate values at points, usually some tolerance is used, and matching points are given the same, average location (snapping) (Figure 10.10). Many digitizing programs maintain and check this information as each string is entered, and prompt the user if an end-point match cannot be found with the existing strings. The end-point and topological information can be stored in a structure such as the CHAIN, introduced in Chapter 5.

Finding the names of the neighboring polygons is more difficult, and the usual method is either to prompt the user for the left and right polygon information when a new chain is accepted, or to have the user digitize a set of label points, one per polygon. These label points can be stored separately, for example with the attribute data for the
polymons. When polygons need to be referenced, or when attributes are required in the symbolization transformation, the label points can be tested using a point-in-polygon test for inclusion within a group of chains. The relevant data structures are the CHAIN, the AREA CHAIN, and the NETWORK CHAIN.

The inverse of this transformation is the extraction of the simpler structures, such as STRINGs, ARC's, and RINGs, from the topological structures. Since the to node and from node information is already available, this conversion is simply a rewriting of the information already contained within the structure. In some cases, chains would have to be written into the RINGs backwards, i.e., from endpoint to begin-point, so that the sequential nature of the RING is maintained. This is especially important if the motive for the transformation is to symbolize the polygon as a filled area under GKS, or if the polygon area is to be computed, as in Chapter 9.

The six remaining transformations all involve the TIN structure. They are topological to TIN, entity-by-entity to TIN, and TINT to grid and their inverses. To date, no real example of a topology-to-TIN transformation is available, although the inverse, in which the TIN is used to generate a stream, ridge line, or connected set of polygons representing visible or invisible areas, seems analytically valuable. This transformation is closer to class B, since the topological data structure is usually two-dimensional, while the TIN is three-dimensional. The network, having no partial triangles involved, could be generated using directed links, with direction being downhill, for streams or ridge lines. For intervisibility problems, however, the splitting of triangles into polygons would be necessary, and simple or complex polygons would have to be formed to store the visible or invisible areas.

The transformation from entity-by-entity to TIN is also of class B, since the only real example of this transformation is the transformation from point entity-by-entity to TIN, and vice versa. The forward transformation in this case is Delaunay triangulation, while the inverse is again simply a relisting of the entities contained in the TIN structure. Finally, the grid-to-TIN forward and reverse transformation is a true class C transformation, since neither dimensional change nor resampling takes place. This transformation can be accomplished in the forward case by selecting significant points, perhaps by filtering or special case searching, which with their elevations form the basis of the resultant TIN. The inverse transformation is accomplished by linear or other interpolation of elevations at grid cell locations from the TIN's triangles.

This three-class classification of the transformations possible among the four major cartographic data structures can be used to understand the interrelationship among the power, flexibility, efficiency, and storage size of data structures, and helps in determining when data structure transformations are appropriate within a mapping system. Analytical cartography can assist in this understanding by allowing the cartographer quantitatively and theoretically to model and predict the amount and distribution of error to be expected as a result of data structure conversions. The contention is that a cartographic entity is a complex phenomenon., and the means by which this entity is converted to a cartographic object as digital data within a cartographic data structure are both controllable and predictable. With correct understanding of these transformations, cartographers should be able to provide error models and reliability estimates along with
maps which are the geographic equivalent of the statistician’s normal curve and tests of significance.

**10.5 THE ROLE OF ERROR**

Much recent research in cartography has been centered on the problem of errors in digital cartographic data bases. The focus of the problem is that since digital cartographic data bases can be highly precise, many users of the maps produced from the data bases also believe them to be accurate. In fact, the data stored as digital maps are often unbelievably faithful reproductions of incorrect maps. Beard (1989) classified map errors into source errors, use errors, and process errors. Source errors are errors in the original map sources, in the digital cartographic source data, or in the data capture and geocoding processes. Use errors are caused by a lack of information about a mapping system, unexpected deviation from cartographic convention, the use of maps with a scale which is too small, a lack of timeliness, and a lack of user documentation. Beard proposed that increased attention be devoted to use error, especially since users of GIS are typically not always cartographers.

Part III of the digital cartographic data standards is designed to ensure that the source errors are revealed. The standards propose a "truth in labeling" approach, which also makes the provider of digital cartographic data responsible for providing, either internally or externally, documentation in the form of a quality report. The quality report should contain information on lineage of the data, on positional accuracy of the data, on the accuracy of the non-map attributes associated with the data, and on the completeness of the data. Part IV of the digital cartographic data standards assists in the task of reducing error by providing a standard set of entity and attribute terms for cartographic features which, if used, reduce ambiguities about digital cartographic data. Also, Part II of the standards establishes the nomenclature and definitions for digital cartographic data transfer, so that data acquired from government or other sources will be in a consistent structure, as documented in the standards.

The final type of error in Beard’s classification is process error, the error resulting from the digital conversion, scale change, projection change, or the type of symbolization used. These errors are those attributable to one or more of the cartographic transformations described in this and the preceding two chapters. This type of transformational error clearly relates to the types of transformation discussed above. As we have seen, cartographic transformations can be map-based or data structure-based, and can involve changes in resolution and changes in object dimension. Three types of process error can therefore occur.

First, errors can occur in the geometry of the map, that is, features can become mislocated, in the three-dimensional geometry of the world. These mislocations are sometimes unknown, but can be the result of a controlled distortion, such as changing the map projection or statistical space fitting. Second, the errors can be due to scale change. An ideal situation would be to have a single, very high resolution data base from which all others are generated using some objective generalization function (Beard, 1987). This is rarely the case, and maps will continue to be digitized from a
large number of sources at different scales. Again, some errors are unknown, such as the removal of islands as they become smaller and smaller with scale, but others, such as the gridding error associated with vector-to-raster conversion, are measurable. In many cases, cartographers have suggested means for defining and measuring errors in these cartographic transformations so that they can be reduced (McMaster, 1986).

Third, errors occur due to the transformation of cartographic objects in digital form between data structures. The case can be made that none of these errors are due to unknowns, since the conversion is under the full control of the cartographer. With the encoding of topology, many consistency checks can become integral parts of GISs and computer mapping systems, ensuring that cartographic errors are more simply detected and corrected (Wagner, 1988). This approach is an integral part of the TIGER files discussed in Chapter 4.

Errors due to changes in data dimension are substantial, but are deliberate in the sense that they allow analysis or display which would otherwise be impossible. It is the straight data structure transformation errors which are most obviously manageable, and part of analytical cartography is clearly the pursuit of data structure transformations which minimize, or at least give accounts of, the error they introduce. The digital cartographic data standards suggest the use of a quality map, one which maps out the error expected in the cartographic data. It is only by fully understanding and modeling cartographic error that cartographers can ensure that their products survive the tests of time as today's digital cartographic data bases become the historical archives of the future.
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