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ABSTRACT

Information about terrain is basic to nearly any type of environmental research and is
especially useful in hydrological and geomorphological modeling. A useful criterion for-
determining terrain accuracy for the purpose of hydrological modeling is aspect, since it alone
determines flow direction on a surface. The paper reviews the three conventional models of
terrain: DEM, contour and TIN. Arguments for the efficiency, accuracy and consistency of the
TIN model are summarized. Formal concepts important in modeling hydrology using TINs are
presented, and algorithms are developed for the major functions. These are tested on a model
of a test topography in Kansas, and several classes of artifacts are identified. These originate
in the methods used to construct the TIN, but have significant effects on the success of
hydrological modeling. Measures to reduce their frequency and consequences are discussed.

INTRODUCTION

Information about terrain is basic to nearly any type of environmental research and is
especially useful in hydrological and geomorphological studies. An important area of study
within theoretical geomorphology is that of the topology and geometry of the ridge and
drainage networks (Mark 1983) which are prominent physical features of a landscape.
Automated techniques to delineate these networks from digital elevation models (DEMs) have
recently been developed (for purposes of this paper we define a DEM as any form of discrete
representation of the variation of topographic elevation over an area, and synonymous with
digital terrain model (DTM)). Much of the research pertaining to these procedures has focused
on data structures and algorithms that were developed for their convenience in computer
storage and programming and not on their ability to represent the phenomenon being modeled
or the processes which form and affect the phenomenon. Ideally, the partitioning and
discretization of geographical variation should be based upon the environmental processes and
structure prominent in physical systems (Band 1986).

Many altemative types of DEMs exist, as there are many possible ways of discretizing
any complex geographical variable (Burrough 1986) so that it can be represented in the finite,
discrete space of a digital store. In addition the spatial resolution of any DEM can be varied.
For purposes of deriving drainage networks and modeling surface flow, alternative DEMs can
be evaluated against an-appropriate set of criteria to determine the optimal type and level of
resolution. Aspect is a major criterion because it s the primary determinant of local flow
direction, and so a DEM which minimizes error of aspect would provide a sounder basis for
hydrological modeling. Spatial autocorrelation of aspect errors is also important, because
errors correlated over large areas can produce large distortions in inferred flow. A DEM for
hydrologic modeling should also represent accurately the specific topographic features of the
surface, i.e. peaks, pits, passes, ridge and channel lines, because of the importance of these
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features in determining flow. It is also important to distinguish between the two physical
processes of overland and channel flow (Goodchild et al, 1985). .

The purpose of this paper is to review the usefulness of one particular type of DEM, the
lated irregular network or TIN model, as a basis for hydrologic modeling. Besides its
elegance, the TIN model possesses substantial advantages over other DEMs, but is relatively
novel and uncommon. The paper begins with a review of the advantages and disadvantages of
five DEMs, and commonly used methods for constructing them. Hydrologic properties of TINs
are compared to those of more conventional approaches in a theoretical section. Algorithms for
extracting TIN hydrology are reviewed, and applied to a test data set from Kansas. The final
section of the paper reviews some of the artifacts that arise in TIN construction and their effects
on inferred hydrology, and discusses approaches to reducing their impact.

Common types of DEMs

There are five common types of DEMs - digitized contour lines, regularly spaced
sample grids, irregularly spaced sample points, polygons, and TINs. Digitized contour lines are
easily generated from contour maps as sequences of coordinate pairs connected by straight line
segments, On alopographic map, contours arc an cflicient way of providing readily understood
information on the general form of the tesrain, and are easily drawn with a pen (see Goodchild
1988 for a discussion of the role of technological constrainis in mapping practice). But if the
purpose of a digital representation of a surface is to provide an accurate estimate 2’ of the true
elevation z at some arbitrasily chosen location (x,y), or its derivatives, then contours are highly
inefficient. The variance of estimate Z (z'- 2)? varies with geographical proximity to the
nearest contour line, and also with proximity of zto a contoured elevation. Moreover in order
for a DEM of digitized contours to return an estimate of the elevation of a point not located on
a contour line it is necessary to define a method of spatial interpolation.

For clarity (Goodchild 1990), we define an object DEM as one that provides estimates
of elevation only at the locations of objects, e.g. contour lines, and relies on an additional and
often unspecified method of spatial variation to provide estimates elsewhere in the plane. We
define a layer DEM as one that provides estimates of elevation everywhere in the plane (within
some outer boundary). Digitized contour lines are an object DEM.

There arc several drawbacks to using contours as a basis for hydrological modeling.
Point surface features known to be important in basin characterization and readily interpreled
on a topographic map (i.e. peaks, pits and passes), cannot be represented by this method unless
they occur at contoured elevations, in which case they will reduce to points. Wamtz (1975)
argues that topographic mapping practices have not kept up with our understanding of the
topology and geometry of surfaces, and calls for the inclusion of points at peaks and pits, and
additional self-crossing contour lines at passes. Relative to other DEMS, digitized contour lines
require large volumes of storage to store the coordinate pairs. Moore et al (1988) describe an
interesting method of defining finite surface elements for hydrologic modeling based on
contours. Each contourline is divided into segments, and pairs of segments on adjacent contour
lines are then connected to form irregular quadrilaterals. Further work is needed to make the
algorithm sufficiently robust to handle any surface, and to compare this approach to others.

The grid DEM is based on a regularly spaced sample of elevation points and is
frequently used due to abundant data sources (see O’Callaghan and Mark 1984 for a review)

and the computational efficiency associated with its structure. This object DEM also requires
an interpolation procedure to estimate elevations at arbitrarily located points. For example,
elevation at a point (x,y) can be estimated by centering a 3x3 window on the closest grid point
to (x,y), and fitting a plane z = ax+fx+c by ordinary least squares to the 9 grid points in the
window. Slope and aspect can then be cstimated from a and b. Skidmore (1989) compares six
different interpolation methods. The uniform spacing of a grid fails to make use of prior
knowledge of the form of the surface, or the processes that formed it. Mark (1979, p.34), for
example, concludes that “regular square grids are not an appropriate data structure for DTMs,
since they do not correspond with the ‘structure of the phenomenon’.”

A specific problem in surface flow modeling is that errors in slope and aspect
estimation are most likely to occur in areas where there is rapid elevation change or where the
slope is not continuous. This is the case at the hydrologically-important surface features:
channels, ridges, peaks, pits, and passcs. Many intcrpolation procedures, including the lincar
form described above, produce discontinuities of elevation in the interpolated surface.

triangul
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realistic hydrological simulation. -

From a hydrologic and geomorphic modeling context, a TIN-based DEM has several
attractive characteristics. The continuous nature of the DEM, its explicit representation of
surface specific punctiform and linear features, its ability to vary sampling density in relation
to relief and to model separate hydrologic processes are chief among these. The different
physical processes of hillslope and channel routing can be handled separately in a TIN model
(Bennet and Armstrong, 1989; see below). Methodologics for surface flow routing on a TIN
have been the subject of previous research (Heil, 1974; Palmer, 1984; Frank et al, 1986, and
Silfer et al, 1987) but these have not been tested using real data sets or have used TINs which
were created manually, hindering replication (Palacios-Velez and Cuevas-Renaud, 1986). The
later sections of this paper investigate how various data sources and methods used to produce a
TIN create subsequent artifacts in surface flow modeling. These artifacts frequently result in
discontinuities in the ridge and channel networks, limiting their usefulness in modeling.

TIN DATA SOURCES

Until recently, a TIN was built using manual methods by selecting information rich
points such as peaks, ridges, and streams directly from a contour map (Heil, 1974). However,
algorithms now exist which automate the derivation of a TIN model from a regular grid of
points, digitized contour lines, and photogrammetry. The combination of the data source and
the methodology used to produce a TIN can greally impact realistic hydrological depiction.

Digitized contour lines can be treated as irregularly distributed points and triangulated
directly, but the result is usually unsatisfactory because of the relatively high density of sample
points along contours. Generalization and thinning routines (McMaster 1987) can be used to
reduce both the artifacts of digitization, such as operator induced loops, and the number of
points needed to represent aline, while maintaining the shape of the line. Points along a sharply
bending contour, such as occur near a channel, are selected by the generalizing process because
they are located in areas of maximum curvature of the surface. There is some literature on
meihods to convest contour lines to TINs (Christensen, 1987; Scarlatos, 1989) but these do not

. specifically look at how hydrological flow is affected.

“This is one of the commonest sousces of data for TINs, and simple, elegant algorithms
are available to select grid points as TIN vertices. The Fowler and Little algorithm uses a 3x3
window to search the grid for surface specific points and connects them to form inferred
channel and ridge lines (Fowler and Little, 1979). This approach works well in areas of terrain
with sharp breaks of slope along ridges and where channels are sharply incised. The Very
Important Points (VIP) algorithm (Chen and Guevara, 1987) orders each point based on an
estimate of its significance, given by how well each point’s elevation is approximated by a plane
drawn through its eight neighbors. Starting with the least significant, points are deleted until
either a predetermined number of points or a level of error is reached. This method is
particularly poor in terrain with smoothly curving surfaces. A third method, the Drop Heuristic,
establishes the importance of a point as the difference between its real elevation and an
elevation interpolated from the approximated TIN surface (Lee, 1989). Finally, Bennet and
Armstrong (1989) find the four transects which bisect a nine point (3x3) window, classifying
each center cell into one of six hydrologic categories: divide points, drainage points, pits,
passes, slope breaks, and plains. Neighborhood relationships among the cells are stored and
allow a reorganization of the data into an intermediary data structure. A topographic threshold
value (the difference in elevation between a transect's end points and the center point) provides
a filtering mechanism to control the number of important points used as TIN vertices.

Spatially independent errors in grid DEMs create large abundances of spurious peaks
and pits, particularly in relatively flat areas of low signal to noise ratio. These errors are likely
to be exacerbated by algorithms that select peaks and pits preferentially as triangle vertices.
Carter (1989) provides a review of the common types of errors in readily available grid DEMs.

The most obvious soyrce of irregularly spaced points would be manual digitizing from
a topographic map. Besides being fairly time consuming, (Palacios-Velez and Cuevas-Renaud
1986 estimate 5 minutes per point), the TIN is subject to individual error and repetition
problems. A set of surface-specific points produced directly from a stereo aerial-photograph
and selecied for use ina TIN mightbe a useful data source (Theobald, 1989), as this data would
be derived directly from photography, instead of from a product which has already undergone
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i s ONC ling flow on a TIN, Frank ct al (1986) .ox.o:; Palmer’s carlicr
ﬁ_mmwahwpﬂmrwcmwﬂ___ﬁ% MM_W.“__M&M: ow physical landscape features. ._,Jaw introduce the definitions
of cofiuent, difluent, and transfluent edges and ridge and channel lines used roarm the cath of
Palacios- Velez and Cuevas-Renaud (1986) o:._u_oM an algorithm that m_wo ; o__ vn ath ¢
steepest slope in both an upstream and downstrcam dircction from .=_n centroid o o-mo L1 :6.
"—.Ew algorithm is used to determine cofluent and n___m_o—: .nammm which may Sﬁh._moc wi h
slope path. The values which comprise the TIN vertices in their study mm_mm are Emo J.Md u y
selected, taking an average of 5 minutes t0 find and Qm_.p._un each point. The M:w 0rs ve
produced a “dynamic Delaunay triangulation _.uaona__a (Palacios-Velez, 1989, wﬂmo:m: he
communication) which allows interactive editing of the TIN to resolve a_mooﬂ:__.c_monm
cofluent network. Silfer et al (1987) use a TIN-based GIS Q.,_Zmrosc asa %m_m 0 150 see
hydrological modeling. Their methodology is based on finding 110 and ~OO=.wmn“m (al S0 sec
Palmer, 1984). Inthe case of IQO facets, the lowest node _m.va._anaa gnx.c_ua_c a o=m :m:oi
of steepest slope, bisecting the facet to calculate the proportion of flow receive: Ev. msn wn ilow
edge. The simplistic waterbasin used as an illustration in the paper is not suitable for s_ “m le
test of the model, and the authors conclude that the model should be tested using a real surlace.

Algorithm .
We Moé describe an algorithm for computing flow ona TIN surface, based on

ification of edges (C, D or T) and triangles. Each triangle is first identificd as one of six
%Mmﬁmwwmm (see wﬁma 5). muovam_ cases of the basic 110 and 100 types ox_m”__ i:%a Ew third
vertex (see previous definitions) has the mano-a. :.m.:amﬁ elevation, rather than the __mrmmm are
clevation in the 11O case, and the lowest elevation in the :.uo case. Two additiona _,N_—_uo_ are
the fat triangle (all edges are TF), and the case iana the :.:o of steepest m_cwm _m cw_ am 03
edge (in effect an 10 triangle). The type of facet is determined by finding w ,_n_ edge oiEoz
triangle is intersected by a line drawn from a vertex down the line of maovomﬁ s oR_Aonnm )
edge is intersected by a linc drawn up the direction of steepest slope). Eachedge _M a mcan mmm od
according to whether flow crosscs it or not. The locations of intcrscction, or pscudo nodcs, a

r computations. . .
stored ?T_Mm. MM =wo=ov, of each edge is found. For each pair of facets forming an edge, the
flags are checked to see if they both receive flow and thus are cofluent, or if cozm aom:on._.wg_é
flow and arc diflucnt. All other cases are transfluent or undefined (in onmam.o-, at %omw s). oF
Critical point surface features (peaks, pits, passes) are found on the TIN using the §, O, an
i fined above. . .
navnn:wumowwmm: cofluent edge, the parent facets which contribute flow to a given edge chﬁﬁ. _cm
found. This is done by tracing up the line of steepest slope, crossing transfluent _aa_m.wm..cn i
difluent edge is intersecled. A recursive algorithm is used because an 1o .:w:% e has MME_
upstream triangles (a left and right) and this upstream bifurcation must be trace %_uwoc : nm
The determination of the ordering and topology of the set of cofluent edges % ose E“.

of vertices are not equal comes next. A list of nodes is sorted in ascending .cam_. an cnw_E”_._:m
with the lowest node, a recursive algorithm examines ail edges (in a n_omwé_mo oa.ao o:mnpﬂs g
from this node. When a cofluent edge is found, the edge number is written to a _A_M and the od
routine is recursively called, finding all cofluent edges which emanate from _%n node m_w%%wm
to the original node, by the cofluent edge. At each call of the routine, the node is B_N_. das s
syisited”. Each non-recursive invocation of the routine ocam_ms_w exhausts :..m. n@::m: o_ ._m..:
that are connccted and uphill of the node (at original invocation). The routine is callcd untit
nodes are marked as visited.

EMPIRICAL TEST

AT ization i i hosen to

‘Although no attempt at generalization is made here, a sample study site was chos
investigate Eamm::mqnﬁo Ew vomnwc_n artifacts that are generated in the process wmm BANM&___MM
surface flow on an automatically generated TIN. Data were acquired fora m..:m ZM\M: »Mw:
(about 8000 hectares) in the Konza Prairie Natural Area, about 10 km south o Manh "
Kansas. The data is in the form of a DEM produced 5.50 U.S. Ammy noﬂmww oomw:%mwmszm
digitizing the contours from the USGS Swede Creek 7.5 qgo.mbEo map 1. : m_n ane
interpolated to form a 25 m grid, then resampled to a 30 m grid. Elevations of sample po

960

range from 306 to 466 m with a mcan of 395 m, and slopes (calculatcd by the dircctional
derivative of elevation) range from 0 to 22 degrees with an average slope of 6.0 degrees
(Dubayah et al 1989). Figure 6 shows the study area on the Swede Creek Quadrangle.

Methodology

Five different approaches were used to create TINs from the grid DEM. All select a
subset of sample points as vertices, and although the numbers of selected points varied between
the five methods, the objective in each case was to create a TIN of roughly the same storage
volume as the grid (using ARC/INFO's TIN data structure (ESRI 1987), a 6% sample creates a
TIN of about the same volume in storage). We were thus able to explore the effects of different
vertex selection methods, but no attempt is made in this paper to generalize about the effects of
different sampling densities.

A TIN (identified as TINVIP6) was created from the 30 m grid DEM data using the VIP
algorithm (Chen and Guevara, 1987) using a sampling percentage of 6%, resulting in 1352
vertices. Two further TINs were created from the grid data using the LatticeTIN algorithm,
which uses the Drop Heuristic, by specifying maximum elevation errors (from the grid) of 30
feet (TINLT30) (809 vertices) and 25 feet (TINLT25) (1126 vertices).

The next approach taken was to produce TINs directly from the contour data, requiring
generalization. The Douglas-Peucker generalizing algorithm (Douglas and Peucker, 1973) was
applied to reduce the number of points from 5584 to 810 points. Then the ARCTIN routine was
used to create a TIN (TINCONT), with no additional weeding of points. Channel information
in the form of 230 manually selected and digitized points were added to the contour-derived
TIN to investigate the impact of this type of ancillarly information, creating a TIN
(TINCONTCHAN) with 1040 vertices. Since there is currently no available software which
canmodel surface flow over a TIN, a set of computer programs, written in C, was developed to
implement the surface flow routing algorithm described above.

RESULTS

Problems occur in modeling flow over TIN models in three particularly significant
ways: spurious pits, which tend 1o occur in areas of low relief and interrupt inferred channels;
flat facets, triangles with zero slope and hence undefined aspect; and flat cofiuent edges. All of
the drainage networks delineated from the TINs show numerous discontinuities. Table 1
summarizes the results of the surface flow modeling. The numbers of facets (F), edges (E) and
vertices (V) of each TIN obey Euler's theorem that F-E+V=1. Since TIN surfaces are not
‘normal’ in the sense of Pfaltz (1976), the numbers of peaks (P2), passes (P1), and pits (P0) do
not generally obey the relation PO-P1+P2=1 (Morse 1925). While the VIP procedure is
computationally efficient, the resulting surface is plagued with large numbers of local extrema:
134 peaks and 150 pits.

Compared to VIP, the TINs produced by the Drop Heuristic showed a reduced rate of
peaks and pits (pits dropped from 11.0% to 2.1% and 1.8%) and reduced rate of flat facets (from
2.3% to .8% and .6%). The TINs produced from the contour data had amuch higher percentage
of both flat facets and fiat cofluent edges compared to the other TINs. By introducing 23%
additional vertices to contour data in the form of channel points, TINCONTCHAN has a
reduced percentage of both flat facets and flat cofluent edges as compared to TINCONT.
TINCONT and TINLT30 have ncarly the same number of vertices and faccts, but the size of
the facets and the lengths of the edges in TINCONT are more uniform over the study area, while
in TINLT30 the upper reaches where relief changes more rapidly have smaller facets than the

lower relief area of the lower valley. Thus, the upper reaches of TINLT30 are modeled better
than the lower area where large facets and long edges result in gross errors.

Figure 7 shows the cofluent edge network interrupted by two flat facets and two flat
cofluent edges in the TIN TINCONT. Flat facets are common occurrences on contour-derived
TINSs, and are located in areas where the contour line doubles back on itself in channel and ridge
areas (see Christensen (1987) and Ebner and Tang (1989)). In the grid-derived TINs, flat
cofluent edges seldomly occur in areas of rapid relief change and are more prevalant in low
relief areas. Channel dams (Christensen, 1987) occur where a facet edge crosses several contour
lines not only disrupting the flow but also creating a pit on the upstream side. Ridge divots are
complementary features to channel dams, and occur in ridge areas where a facet edge cuts
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through the original surface underneath adjacent contour lines. Another artifact which affects
the inferred network is the case of an 100 facet where both the out edges are coflucnt. This
case allows two channels to come together without an intermediary ridge line (two CI edges
adjacent at a vertex) and thus causes problems in the definition of channel junctions and
watershed boundarics. . o

In general, the TIN DEMs used in this study do not provide a good depiction of the
surface for surface flow modeling. One of the difficulties in using TINs that were automatically
created from source data is that the majority of the algorithms used to select vertices and
triangutate them use elevation as the basis of their objective function. Another important
problem which needs to be addressed is the relationship between the sampling density and the
scale of the land forms, and sampling density’s effects on the delineation of drainage networks.

POSSIBLE SOLUTIONS

Bennet and Armstrong’s (1989) approach of choosing points from a grid DEM to
become TIN vertices (their algorithm was not implemented in this study) may provide a better
drainage delineation, though the topographic filter would still cause problems in low relicf areas
and at ridge and channel junctions. Chen (1988) introduces break lines, or lines or high
information content, forcing ridge and channel lines to be edges of triangles (note that the
resulting triangle network is no longer Delaunay). Requiring at least one edge of a triangle 1o
lie along a contour line between points of common elevation keeps the integrity of the contour
lines intact (Scarlatos, 1989), thus reducing the number of triangles with edges which cross
under or over a contour line (channel dams and ridge divots). Ebner and Tang (1989) find the

" medial axis transform (MAT) of contour lines to automate the production of ridge and channel

lines. The introduction of this additional information significantly reduces the number of fiat
facets created in areas with strong contour curvature (Ebner and Tang, 1989) and the number of
flat cofluent edges. Using a three-dimensional Delaunay triangulation may provide a better
method of triangulation, particularly in areas of steep terrain where distances on the surface
may be longer than their 2-dimensional counterparts (see Watson, 1981).

A possible approach would be a rule-based triangulation algorithm which can
interpolate new points o subdivide triangles, creating edges which connect topologically.
These rules would prohibit, for instance, the creation of flat triangles by not allowing 3 vertices
of the same clevation. If this situation occurred, a new point would be interpolated to subdivide
the triangle and/or change the connecting edges. Another method might be to find triangles
which minimize aspect errors rather than elevational errors, by comparing the aspect of each
facet to estimates of aspect from the grid (e.g. using 3x3 windows).

CONCLUSIONS

Modeling surface flow on a TIN-based DEM has several advantages (e.g. distinction of
flow types and completion of the data model) which make it an attractive data structure for
hydrological modeling. Current automated methods create TINs which may be optimized to
represent elevation. In principle, it is possible to compute the pattern of water flow over a TIN.
TINs have a major advantage over grid DEM:s as a source of inferred hydrology as flow
direction need not be resolved to four or eight directions. However the resulting networks have
many discontinuitics. In this paper we have also investigated artifacts created by the process of
TIN generation, and found that many of these also interfere with inferred hydiology. Specific
problems which plague these surfaces are spurious pits, flat facets, flat cofluent edges, channel
dams, and ridge divots. Spurious pits are the result of low signal to noise ratio in TINs
developed from grid DEMS, and tend to be sclected preferentially by common veriex selection
algorithms. Flat facets and flat cofluent edges are commonest on TINs developed from
digitized contour lines. .

The most effective answer to these problems is clearly the use of ancillary data, as no
DEM is able to provide accurate information on hydrology on its own. In general, our results
show that the grid DEM creates fewer artifacts, and the spurious pits generated by this method
can be dealt with either by flooding or by using a more appropriate procedure for vertex
selection. The artifacts found when TINSs are built from digitized contours are generally more
difficult to deal with. Despite the ready availability of this form of data, our results echo the
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carlicr discussion which argucd that contours were a poor form of DEM, Ancillary information
may be used to guide the sclection of TIN vertices, e.g. by including points on ridges or in
a:w::nawm. or to guide the process of triangulation, e.g. by forcing known break lines into the
network.
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Figure 1: Definitions of Six Edge Types
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Figure 2: Six possible facet types
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Figure 4: Cofluent network of TINCONT (TIN derived from contour DEM using
ARCTIN comprised of 810 vertices). Cofluent edges are drawn as arrows, while flat cofluent
edges are straight lines. Flat facets are shown as cross-hatched areas. The digitized blue line
network is shown for comparison purposes.

RESULTS OF SURFACE MODELING
e =
TIN vertices | edges | facets | peaks pits passes | flatco | cofluent fat
X . . . : . edges edpes facets
i . hic map of Konza Prairie Natural Area showing waterbasin used as 2
the st ._m_wmm”_ma 3+ Topogrep P TINCONT 810 278 § 1569 | 27 n 16 | 14 508 54
C study site. a3 percentoge 33% | 2% | 19% | 4% | 3% | 34%
TINCONCHAN | 1040 | 3069 | 2030 | 34 13 35| n 679 47
as percentage 3.2% | 1.2% 2.4% 1.6% 22.1% 23%
TINVIPS 1352 | 4019 | 2668 { 134 150 199 38 927 62
as percentage 99% | 11.0% | 14.7% 9% 23.0% 2.3%
TINLT25 1126 | 3358 2233 43 2 87 15 509 19
. as p g 38% | 18% | 19% | 4% 150% | 8%
TINLTI0 809 | 2408 | 1600 | 34 17 53 19 413 n
as percentage 42% | 2.1% 6.5% 1% 17.1% 6%

Table 1: Results of various TIN methodologies and surface flow modeling.
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